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Abstract: The analysis of moving entities “trajectories” is an important task in 
different application domains, since it enables the analyst to design, evaluate and 
optimize navigation spaces. Trajectory clustering is aimed at identifying the objects 
moving in similar paths and it helps the analysis and obtaining of efficient patterns. 
Since clustering depends mainly on similarity, the computing similarity between 
trajectories is an equally important task. For defining the similarity between two 
trajectories, one needs to consider both the movement and the speed (i.e., the 
location and time) of the objects, along with the semantic features that may vary. 
Traditional similarity measures are based on a single viewpoint that cannot explore 
novel possibilities. Hence, this paper proposes a novel approach, i.e., multi 
viewpoint similarity measure for clustering trajectories and presents “Trajectory 
Clustering Based on Multi View Similarity” technique for clustering. The authors 
have demonstrated the efficiency of the proposed technique by developing Java 
based tool, called TCMVS and have experimented on real datasets.  

Keywords: Trajectory clustering, Euclidean metric, multi-view similarity, 
validation. 

1. Introduction 

In recent years the research on moving objects (i.e., trajectories) [1, 2] has gained 
more emphasis in different fields, such as analysis of virtual environments, traffic 
management, location services, hurricane predictions, etc. Along with this, by 
performing trajectory analysis, a number of interesting patterns are developed 
which are useful in real world life, e.g., using sensory data (trajectories) to 
determine the migration patterns of certain groups of animals, analyzing virtual 
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environments, store surveillance monitoring system data (mining customer 
movements that help in the arrangement merchandise and improve the return on 
investment).  

In literature several authors [1-3] proposed the usage of clustering techniques 
to identify patterns. In general, any clustering algorithm/technique requires a 
dissimilarity metric for measuring the similarity between trajectories. The purpose 
of a similarity measure is to obtain a quantitative measure between any two 
trajectories. In other words, the objective is to determine to what extent the two 
objects are co-similar/dissimilar. 

Then the challenging problem is how to measure the similarity/closeness? In 
case of trajectories, unlike the similarity between two points or between a point and 
a line, here, the similarity between a set of points (i.e., comprising lines/curves, as 
the case may be) needs to be computed. A number of cluster-based methods [4] are 
used for measuring similarity. For example, in [5] the usage of Euclidean distance 
between time series of equal length as the measure of similarity is proposed and it 
has been generalized in [6] for subsequence matching and dynamic time warping. 
They are arbitrary, require tuning of multiple parameters, and fail to capture a 
human’s intuition of similarity. In [2] the authors proposed the usage of Hausdroff 
measure as a similarity technique to cluster spatio temporal trajectories and 
demonstrated it on user navigations obtained from a virtual environment that are 
having increased dimension, but the drawback of this technique is that it is highly 
computational intensive. A partition-and-group algorithm is given in [4], used to 
split and cluster similar trajectories by considering three measurements, i.e., 
perpendicular distance, parallel distance and angle distance. However, this approach 
has a drawback, it suffers the difficulty of generating a similarity metric for line 
segments and also is sensitive to input parameters, and cannot translate well to 
higher dimensions.  

While the above models find the trajectory similarity based on geographic 
features, some recent approaches introduce semantic tags to enhance the accuracy 
of the measurement. But all the existing techniques are single view techniques, 
(hereinafter, a traditional measure) that cannot explore the novel possibilities. 

Hence, in this paper, the authors present a novel approach to measure the 
similarity between the moving trajectories, called a multi view similarity measure 
and have experimented the proposed technique on real and simulated datasets. 

2. Related work 

The goal of clustering is to arrange the objects into separate clusters, such that the 
intra-cluster similarity, as well as the inter-cluster dissimilarity is maximized. The 
problem formulation itself implies that some forms of measurement are necessary to 
determine such similarity or dissimilarity. There are many state-of-the-art clustering 
approaches that do not employ any specific form of measurement, for instance, the 
probabilistic model-based method [9], non-negative matrix factorization [10], 
information theoretic co-clustering [11] and so on. However, these model-based 
approaches are characterized by scalability problems and the other solutions 
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designed using neural networks suffer the basic drawbacks, viz., hidden node 
complexity and the difficulty of modifying the network once it has trained.  

There are many other graph partitioning methods with different cutting 
strategies and criterion functions, such as the Average Weight [12] and Normalized 
Cut [13], all of which have been successfully applied for document clustering using 
cosine as a pair wise similarity score. In [14] an empirical study was conducted to 
compare a variety of criterion functions for clustering. Another popular graph-based 
clustering technique is implemented in a software package, called CLUTO [15]. 
This method first models the objects with the nearest neighbour graph and then 
splits the graph into clusters, using a min-cut algorithm. Besides the cosine 
measure, the extended Jaccard coefficient can also be used in this method to 
represent similarity between the nearest objects.  

In [16] the authors compared four measures: Euclidean, cosine, Pearson 
correlation, and extended Jaccard, and presented the observations. In the nearest 
neighbour graph clustering methods, such as CLUTO’s graph method, the concept 
of similarity is somewhat different from the previously discussed methods. Recently 
[17] proposed a method to compute the distance between two categorical values of 
an attribute based on their relationship with all the other attributes. Subsequently, 
[18] introduced a similar context-based distance learning method for categorical 
data. In the references some of the authors [19, 20] recommended multi view point 
measures for document clustering.  

In general, Euclidean similarity measure is used as the most popular measure 
thanks to its easy computation and interpretation. By adopting the same, in the 
following sections, the authors have presented a novel way to evaluate the similarity 
between trajectories, and subsequently clustered and validated, using external 
validation techniques. 

3. Trajectory clustering based on multi view similarity  

The trajectory S of a moving object follows through a media as a function of time. 
Mathematically, defined as a sequence of pairs, S = [(t1, s1), ... , (tn, sn)], that shows 
the successive positions of the moving object over a period of time. Here n is 
defined as the length of S. Suppose, that if two trajectories are similar, they must be 
close enough to each other in the problem space, and further both would have the 
same direction of movement. But the challenge is: how to measure the closeness? 
(i.e., similarity). Based on this, the trajectories can only be considered as two in (x-y 
plane) or three, in (x-y-z plane) dimensional time series data.   

Considerably, the research has been done on one-dimensional data to measure 
the similarity measure, viz., stock, sales volume, weather data and biomedical 
measurements [21]. Unfortunately, the similarity measure functions and indexing 
methods are proposed as one-dimensional and cannot be directly applied to moving 
trajectories due to their characteristics [21]. 

• Usually, the trajectories are two or three dimensional data sequences with 
different lengths. Traditionally proposed, the time-series based similarity measures 
are focused on one-dimensional time series data only.  
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• Due to some failures, errors and disturbances on the data capture, many 
outliers may appear inside a trajectory. This gap may lead to inaccuracy of the 
similarity measurement. 

• Sometimes the trajectories can have a similar movement, even if they are 
present in different regions with a certain shift at sub-paths. Different similarity 
measures can be used to measure the similarity between trajectories with a local 
shift, but they are sensitive to noise. 

The purpose of the measure of similarity is to compare two trajectories (i.e., 
sets of a sequence of points), and compute a single number that describes their 
similarity. In other words, the measure of similarity is an objective function that is 
used to determine the extent of similarity/dissimilarity between any two trajectories.  

Euclidean distance is one of the regular metric for geometrical problems. Most 
of the algorithms use Euclidean distance as the common distance between two 
points that can be measured without any difficulty in two-or-three dimensional 
spaces.  

Particularly, the similarity of two trajectories Ti, Tj represented as point vectors 
di and dj; TrajDist (Ti, Tj), is defined as the mean sum of the Euclidean distances 
between each point vectors di, dj in the trajectories (Fig. 1), which can be adopted in 
single view/traditional clustering techniques.   

 
Fig. 1. Traditional measure (used in single view clustering) 

The major difference between the traditional similarity measure(s) (refer to 
Fig. 1) and the proposed one (Fig. 2) is that the former uses only a single view 
based (i.e., the origin), but the proposed one utilizes different views from different 
trajectories, that is the objects are not to be in the same cluster with the two objects 
being measured, mentioned as follows. 

To construct a new concept of similarity, it is possible to use more than one 
trajectory of reference. From a third trajectory Th, the directions and distances to Ti 
and Tj are indicated, respectively, by the Euclidean difference of point vectors. The 
similarity of two trajectories Ti and Tj, given that they are in the same cluster is 
defined as the average of similarities measured relatively from the views of all other 
trajectories outside that cluster (Fig. 2). In this way one may obtain a more accurate 
judgement of how close or distant a pair of trajectories is, if one looks at them from 
different views. Besides, one needs to examine the usability of the algorithm 
compared to the standard technique. Since the distance is calculated using the 
Euclidean distance (fulfilling the requirement of the metric space), the basic 
condition d (Ta, Tb) ≥ 0   Ta, Tb  T, it is dependent on the point-to-point distance 
measure and holds whenever the Lp norm is applied. 
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Fig. 2. Conceptual view of a Multi View Similarity measure 

Trajectory Clustering based on Multi View Similarity (TCMVS) is the 
clustering technique designed which is based on the usage of the above multi view 
similarity. In it initially the trajectories are clustered and assigned labels, later 
TCMVS is implemented. Moreover, in order to show the accuracy of the proposal, 
the authors adopted [3] as a support to find arbitrary shape clusters, to cluster 
trajectories with a combination of multi view similarity and Euclidean distance 
measure and also used Eps (as a neighbourhood region) and Minpts (as the 
minimum number of neighbours to consider the point as a core trajectory).  

The proposed algorithm is given below.  
TCMVS Algorithm 
Step 1. Using the proposed multi-view similarity/dissimilarity is computed 

between the trajectories.  
Step 2. Compute Eps and Minpts automatically and initialize clustering. 
Step 3. Select a trajectory from the dataset, mark it as visited and find the 

nearest neighbors, using the dissimilarity, generated in Step 1. 
Step 4. If the observed number of neighbors is less than Minpts, mark the 

trajectory as noise. Otherwise create a new cluster and move to cluster expansion 
routine considering this trajectory as a core trajectory. 

Step 5. Move the core trajectory and the neighbouring trajectory to the newly 
created cluster. 

Step 6. Assign neighbours to Queue; Loop the queue to fire the neighbour 
query. 

Step 7. If the neighbours are more than Minpts, append neighbours to Queue. 
Step 8. Repeat Steps from 3 up to 8 until all the trajectories are visited. 
To have a better judgment about the technique, the clustered results need to be 

validated using either internal or external validation techniques.  
Rand Index (RI) [22] is the popular index for validating clusters. The expected 

value of the RI for two random clusters does not take a fixed value, and as the 
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number of the clusters increases, the RI approaches to its maximum value, i.e., one. 
To overcome these drawbacks [23] suggested an adjustment and proposed a new 
index, called Adjusted Rand Index (ARI) with a range variation between –1 and +1 
and stated that it is a better measure than the Rand Index because where its range is 
from 0 up to +1. But the drawback of ARI is, that it suffers from the disturbed 
measurement problem, i.e., even though the real quality of the two computed 
clustering is the same, their ARI may not be equal.  

Even though Fowlkes-Mallows Index (FMI) [24] is designed for evaluating 
hierarchical clustering, it can be used for evaluating the flat clustering techniques, 
like k-mean, since it consists of indices assigned for each level i = 2, . . , n − 1 of the 
hierarchies and mapping the index against i. A greater value of FMI indicates a 
higher similarity between the clusters. The index is easily generalized for clustering 
measure with different numbers; hence, in addition to ARI the authors also adopted 
and evaluated TCMVS using FMI.  

4. Experimental work  

To demonstrate the efficiency of the proposed technique, the authors developed a 
Java based tool “TCMVS-Trajectory Clustering tool based on Multi-View 
Similarity” and experimented it on Microsoft T-Drive [25] and GeoLife [26]. 

The experiments have been conducted on datasets with sizes varying from 500 
trajectories up to 4000 trajectories, using the traditional similarity measure and the 
proposed multi view similarity measure. Observations viz., computational time, 
ARI and FMI values are reported in Tables 1 and 2, for their better understanding 
the same is represented in Figs 3 and 4.  

Table 1 presents the observed values when the trajectories are clustered using 
the traditional measure (i.e., single view clustering), whereas Table 2 represents the 
observed values when the trajectories are clustered using the proposed Multi View 
similarity measure. From Tables 1 and 2 one can easily observe that the proposed 
multi view similarity technique is performed consistently well in all the cases (one 
can observe it in the form of ARI and FMI values, refer to Figs 3 and 4) and that 
FMI values are always higher than ARI values.  

But the drawback of TCMVS is that it consumes more computational power, 
and as the availability of multi-core systems and GPUs are day-to-day increasing, 
the authors believe that the computational power is not a considerable entity.  

Table 1. Observed ARI and FMI values using single view clustering 

Dataset size Traditional measure 
ARI FMI Time, s  

500 0.029972 0.173124 4 
1000 0.014969 0.122348 27 
1500 0.009990 0.099949 87 
2000 0.007504 0.086627 212 
2500 0.005999 0.005999 409 
3000 0.004997 0.004997 825 
3500 0.004284 0.065451 1561 
4000 0.003751 0.057732 1710 
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Table 2. ARI and FMI values using the proposed measure and TCMVS 

Dataset size Proposed measure 
ARI FMI Time, s  

500 0.952529 0.975976 76 
1000 0.990020 0.994997 420 
1500 0.977454 0.988663 550 
2000 0.523810 0.723747 680 
2500 0.505495 0.710981 833 
3000 0.992015 0.995999 3414 
3500 0.997144 0.998571 4527 
4000 0.988532 0.994249 9970 

 
Fig. 3. Observed ARI and FMI values of the traditional measure vs the proposed measure 

 
Fig. 4. Observed computational time of the traditional measure vs the proposed measure 

On the above data (refer to Table 1 and Table 2), the authors performed 
regression analysis to find the patterns. The obtained output and observations are 
given below. 
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1. The obtained regression values and statistical analysis on ARI values for the 
Traditional measure (X) and the Proposed measure (Y) is given in Table 3 and the 
obtained Regression line is  
(1)   Y = 4.599X – 0.819. 

Table 3 
Regression statistics 

Multiple R 0.097 
R square 0.009 
Adjusted R square –0.189 
Standard error 0.004 
Observations 7.000 

 
2. The obtained regression values and statistical analysis of FMI values for the 

Traditional measure (X) and Proposed measure (Y) are given in Table 4, and the 
Regression line obtained is  
(2)   Y = 0.684X – 0.870. 

Table 4 
Regression statistics 

Multiple R 0.265 
R square 0.070 
Adjusted R square –0.116 
Standard error 0.047 
Observations 7.000 

 
3. The observed regression values and statistical analysis on the consumed 

computational time with a Traditional measure (X) and a  Proposed measure (Y) 
are given in Table 5, and the obtained Regression line is  
(3)   Y = 4.522X – 174.5. 

Table 5 
Regression statistics 

Multiple R 0.911862224 
R square 0.831492715 
Adjusted R square 0.797791258 
Standard error 314.124371 
Observations 7 

 
From the above equation(s), with an additional computational power, in the 

form of a regression line, mentioned in (3) one can obtain the accuracy ARI 
mentioned in (1) or FMI, mentioned in (2) simultaneously, using the proposed 
technique. 

5. Conclusion 

This paper presents a novel technique for clustering trajectories based on Multi 
view similarity, TCMVS. TCMVS is experimented on real datasets. From the 
theoretical analysis and experimental observations, it is clear that the proposed 
TCMVS is consistently performing well and giving better results than the 
traditional/single view clustering. As per author’s observation, the proposed 
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measure is consuming much more computational power, so in order to improve the 
efficiency one can parallelize the proposed technique and experiment on other 
complex data.  
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